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1. Introduction

The ubiquitous use of information intensive consumer
devices such as cell phones, personaldigital assistants
(PDASs), andlaptopcomputerscalls for a new networking
paradigmfor interconnectinghem. The goalis to createa
personabkreanetwork (PAN) thataccommodateseamless
informationtransfebetweerdifferentdeviceswith varying
capacityin anad hoc mannemwithout the needfor manual
configurationcablesor wired infrastructure.

An industry consortiumhasrecentlystandardizedersion
1 of a short-range|ow-power radio frequeng (RF) tech-
nology calledBluetooth, motivatedby the needfor suitable
link-layer PAN technologiegHaartsen2000). The design
of Bluetooths MAC protocolis basednot on distributed
contentionresolutionasin traditionalwirelessLANSs, but

on a centralizedmasterslave mechanism.Bluetooth,op-

eratingin the 2.4 GHz frequeng band,employs a pseudo-
randomfrequeng-hoppingschemewherea device trans-
mits on a single frequeng for 625us before hoppingto

the next frequeng. This useof frequeng hoppingallows

multiple concurrentBluetoothcommunicationwithin ra-

dio rangeof eachother, without adwerseeffectsdueto in-

terference.

A Bluetoothpiconet consistof onemasterandup to seven
slaves. The masterallocatestransmissiortime slots (and
therefore channebandwidth)to the slavesin the piconet.
A slave transmitsdataonly if the previoustime slot con-
tained a messagdrom the masterdestinedfor it. This
schemecalledtime-division duplex (TDD), is at the heart
of Bluetooths MAC protocol.

Becausefrequeng-hopping facilitates high densitiesof

communicatingdevices, it is possiblefor dozensof pi-

conetsto co-exist andindependentlzommunicatén close
proximity without significant performancedegradation.
The Bluetoothspecificatioralludesto the possibility of in-

ternetworking multiple piconetscalling it a scatternet, but

doesnot specifyhow it is to bedone.

We identify the three main challengesn interconnecting
multiple Bluetooth-like PANSs: i) scatternetopology for-

mation,ii) pacletrouting,andiii) channebr link schedul-
ing. The needfor an explicit topology formationprocess

stemdrom thefactthatdevicesneedto discorereachother
andexplicitly establishapoint-to-pointlink to synchronize
the frequeny hopping sequenceand exchangesignaling
information. Oncethe scatternets formed, somemecha-
nismis requiredto efficiently routepacketsacrosanultiple
PANs. The schedulingproblemarisesbecauseve would
like to usechannebandwidthefficiently, andthe TDD na-
ture introducesproblemsnot seenin traditional wireless
channelscheduling.In the later sectionswe presennovel
approacheso solve eachproblem.

2. Scatternet For mation

Our topology formation algorithm assignsunique ad-
dresseso nodeswhile connectinghemin a treestructure
thatminimizesthe numberof links or channelsequiredto

form a connectedscatternetOur algorithmis both decen-
tralizedandself-healingjn thatnodescanjoin andleave at
ary time without causinglong disruptionsin connectvity.

It doesnotusebroadcastsiyhichareanexpensve primitive

in mary wirelessPANs becausdhey consumesignificant
amountsof enegy andwasteusefulbandwidth.

Our algorithm combinesthe routing stratgy with the ad-
dressallocationmechanismn sucha way thatpacletsare
routedin aloop-freemannerthat doesnot incur ary per
pacletoverheadin contrasto source-routingipproaches),
pernodestate(in contrasto on-demangbrotocols) or peri-
odicroutingmessage&sin mostotherrouting protocols).
Theseattributesmake our approacha good matchfor all
PAN networks,wheresimplicity andenegy-efficiency are
importantconsiderations.

Ouralgorithmconstructatreeincrementallyonenodeata
time. Whenanodewishesto join the network, it sendsout

frequentsearch announcementdodesthatalreadybelong
tothescatterneperiodicallylistenonapre-definedthannel
for theseannouncementand respondif they are willing

to accepta new neighbor Whenthereare morethanone
nodegespondindo thenew node,adecisionmustbemade
on wherea new nodeshouldjoin. This decisioncan be
madeby the new nodebasedntheresponseg hearsor by

theroot. The root cangatherthe informationfrom all the
child nodeswhich hearthe search messagesnd choose



which oneto respondto the searchingnode. We usethis
optiondueto Bluetoothspecificlimitations.

Whena new nodeconnectgo a nodein the scatternetthe

latterbecomes parent andtheformerits child. Eachcon-

nectechodehasan N-bit addres&ndaportionof theentire

2N-bit addressspacethat it candelegateto childrenthat

join it. OurdesignusesN = 16 bits for the addresspace
allowing thelargestscatternebf 65, 536 nodes.Theparent
splitsits currentaddressspacein two, delegatesone part

of it to thenew child, andupdatests currentaddresspace
to correspondo the otherhalf it is still in chaigeof. The

new child andparentform a communicatiorink, andthe

child is now a memberof the scatternetLik e othernodes
in the scatternetthe child now periodicallylistensfor so-

licitation from othernew nodesrespondindif appropriate)
by acceptingchildrenof its own.

An exampleof the evolution of the scatternetopologyus-
ing this methodas new nodesjoin is shavn in Figure 1.

Eachnodein the figure is labeledwith two quantities:its

addresq(in italics), and the portion of the addressspace
thatcorrespondso the subtreerootedat thenode(denoted
by a prefix). In the figure, the notationb* denotesa string

of k b’'s, whereb = 0 or 1. Although not shawvn, each
nodemaintainsa smallamountof perchild-link statecor

respondingo the portion of the addresspaceallocatedto

eachchild.

3. Packets Relaying

By carefully assigningaddressesour topology construc-
tion mechanismhas simplified paclet forwarding and
avoidsthe needfor arouting protocol. The reasorfor this

canbe seenby consideringan examplefrom the last tree
(at the bottom) in Figure 1. When a paclet from node
10110V —* is destinedfor node110™~2, a longest-prefix
matchis doneat the node,similar to an IP forwardingta-

ble lookup. Sincethe destinationaddresss not within ary

child’'saddresspacethe pacletis simply pushedupwards
to the parent,node 1010”3, wherethe sameoperations
are performed. Onceagain, this causeghe paclet to be

pushedupwardsto node 10¥ 1 wherethe destinationis

found asoneof its children. It is easyto seethat our ad-

dressingstrateyy providesthe guaranteethat ary paclet

will reachits destinatiorin the scatternet.

4. Channel Scheduling

An efficient scatternet-wideschedulingmechanisnis nec-
essarysincerelaynodessuchasnode10™ ~! communicate
in several channelson a Time Division Multiplex basis.
This problemis similar to the maximalmatchingproblem
for bi-partite graphs. Our choiceof treetopology simpli-
fiesthe problem. We have developeda simpledistributed
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Figurel. Evolution of thescatternetopology Theitalicizedlabel
is the nodes addresdn the scatternetwhile the otheroneis its
allocatableaddresspace The mostrecentnodeis unshaded.

schedulingschemeo reducehemessagéateng assuming
uniform workloaddistribution. Our algorithmachiezesan
upperboundof [g] x MazDegree onthelateng (in time
slots) betweenary two nodes,where MaxzDegree is the
maximumdegreein the entiretree,andd is thedistancan
hopsbetweersourceanddestination.

5. Discussion

We have presentedh setof online algorithmsfor intercon-
nectingmultiple piconets. At the core of our algorithms
is the distributed constructionof scatterneaisa tree. We

thenbuild efficient schemesgor paclet relayingandchan-
nelschedulingWe haveimplementeduralgorithmsn the
network simulatorns-2 and the simulationsresultsshowv

goodperformance We soonplanto build a completesys-
temusingrealhardware.

References

Haartsen,J. (2000). The BluetoothRadio System. IEEE
Personal Communications Magazine, 28—36.



